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Abstract. Heterogeneity in learning groups is said to improve academic
performance. But only few collaborative online systems consider the for-
mation of heterogeneous groups. In this paper we propose a mathemat-
ical approach to form heterogeneous groups based on personality traits
and the performance of students. We also present a tool that imple-
ments this mathematical approach, using an Ant Colony Optimization
algorithm in order to maximize the heterogeneity of formed groups. Ex-
periments show that the algorithm delivers stable solutions which are
close to the optimum for different datasets of 100 students. An experi-
ment with 512 students was also performed demonstrating the scalability
of the algorithm.

1 Introduction

Cooperative learning is one of the many instructional techniques to enhance
student performance described in the academic literature [4], [13], [19]. While
the advantages of cooperative learning are very well documented [1], [11], [12],
making it more efficient by creating heterogeneous groups has been given little
attention. Researchers in the area of cooperative learning also claim that many of
the unsuccessful outcomes of group work stem from the formation process (e.g.,
[14], [18]). Although group formation is said to play a critical role in terms of
enhancing the success of cooperative learning ([12], [19]) and therefore increasing
the learning progress of students, it is observed that there is only little research
done that addresses the formation of groups in a heterogeneous way.

Moreover, the potentials of computer-based methods to assist in the group
formation process have not been explored fully. Despite the popularity of com-
puter-based tools to support collaborative learning [3], [8], [15], designers mainly
focus on collaborative interaction to address the techniques of sharing informa-
tion and resources between students. Inaba [10] incorporated the grouping aspect
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and constructed a collaborative learning support system that detects appropri-
ate situations for a learner to join in a learning group. Also Greer et al. [9]
considered the formation of groups in tools that address the issue of peer-help.

While the above systems have proved to be appropriate in several contexts,
they do not specifically reveal how the groups can be initially formed. It seems
that considerations of the personality attributes are usually neglected in form-
ing groups. The objective of this paper is, therefore, to address this limitation
incorporating personality attributes as well as the performance level to form
heterogeneous groups.

The research work has two main goals. The first one is the development of
a mathematical model (Sect. 2) that addresses the group formation problem
through the mapping of both performance and personality attributes into a
student vector space. This serves as a foundation for the application of formal
methods in the determination of heterogeneous groups. The second one is to
provide a tool that implements the mathematical model. This tool can be used
to supplement existing intelligent collaborative learning systems which do not
consider the formation of heterogeneous groups so far. As a consequence, learners
get more out of collaborative learning and their learning progress increases.

For maximizing the heterogeneity of the groups, the tool uses an Ant Colony
Optimization algorithm described in Sect. 3. We describe in Sect. 4, how the
algorithm is adopted in the group formation problem and experiments applying
the algorithm with real-world data are presented in Sect. 5.

2 The Mathematical Approach of Group Formation

In this section, the conceptual framework for our mathematical model to form
heterogenous groups of students is described.

2.1 The Student Space

For the definition of the student space, attributes whose values can be obtained
from easily available indicators are selected based on expert opinion and discus-
sion with colleagues. These attributes are group work attitude, interest for the
subject, achievement motivation, self-confidence, shyness, level of performance in
the subject, and fluency in the language of instruction. Each of these attributes
has three possible values, where 1 indicates a low and 3 a high category value.

By applying the concepts of a vector space model, each student is represented
in a multi-dimensional space by a vector whose components are made up of
the values of personality and performance attributes. For instance, student S;
may be represented by the vector S1(3,1,2,1, 3,3, 2), indicating that group work
attitude is positive, interest of the subject is low and so on. For collecting the
values of the attributes in order to apply the approach in real-world, a data
collection instrument was designed and available at [2].

The student-score for a particular student, used to measure heterogeneity,
represents the total score of a student computed as the sum of all values of the
student’s attributes.
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Fig. 1. Illustration of the measure of goodness of heterogeneity

2.2 Heterogeneity of Students

In heterogeneous groups, it is important that students have different values of
the attributes considered. This may be measured by the Euclidean distance (ED)
between two students.

Let ED(S1,S2) be defined as the distance between the vectors representing
two students in space. Applying the Euclidean distance, this becomes

n

ED(S1,5) = | > (Ai(S1) = Ai(S2))? (1)
i=1
where A;(S;) represents the value for a particular attribute A; for a student S;
and n represents the number of attributes.

2.3 Goodness of Heterogeneity in Groups

As shown in Fig. 1, a reasonably heterogeneous group refers to a group where
student-scores reveal a combination of low, average and high student-scores. This
is justified by the recommendation of Slavin [18] who proposes that students
should work in small, mixed-ability groups of four members: one high achiever,
two average achievers, and one low achiever. This idea is extended further and
applied in student-scores.

The measure of goodness of heterogeneity (GH) is developed with the as-
sumption that in a reasonably heterogeneous group, after taking the maximum
and minimum student-score, the rest of the student-scores are expected to lie
half way between the maximum and minimum score. In this case, the absolute
difference of the average difference (AD) and the rest of the student-scores is
minimal. Figure 1 illustrates the concept of the goodness of heterogeneity, as-
suming that each group has four members. In the following, we assume and also
recommend a group size of four, as it is also suggested by Slavin [18]. Neverthe-
less, the group size can also be extended or reduced by increasing or decreasing
the number of students with average score.



The measure of GH can be computed as follows. Let AD; be the average of
the maximum and the minimum student-score in the i-th group.

max scoreof (S, S2, S3,S4) + min scoreof (S, Sa, S3,54)
5 )

The measure of goodness of heterogeneity is then defined as

AD; = (2)

max scoreof(S1, Sz, S3,84) — min scoreof(S1,52, 53, 594)
1+ Zj |AD; — scoreof(Sj(i))| ’

GH; = 3)
where Sj(;) is the student-score of the j-th student in group i, excluding the
maximum and the minimum student-score.

Where a reasonable heterogeneity is experienced, the numerator in (3) should
be greater than the denominator hence yielding a relatively high value of GH;. It
is trivial to show that GH; = 0 when all students in a group have equal student-
scores; GH; < 1 when there is unreasonable heterogeneity in the group (meaning
student-scores are at two extremes) and GH; > 1 in reasonably heterogeneous
groups. The greater GH;, the better the heterogeneity.

2.4 Forming Heterogeneous Groups

An experiment by Bekele [2] shows that students who were grouped according to
GH perform better than students grouped randomly or on a self-selection basis.
But the GH deals on the basis of score values and does not distinguish between
the individual characteristics. To address the limitation of GH, our approach
additionally incorporates the Euclidean distance between the group members in
the process of forming heterogeneous groups.

Considering the group building process as a whole, we have another aim
regarding the goodness of heterogeneity. Aiming only at high GH values will
result in some groups with very high GH and the remaining students will form
groups with low GH. To form groups with a similar degree of heterogeneity, the
deviation of GH values need to be considered additionally.

Thus, the objective of building heterogeneous groups can be formulated as
follows:

F=wgy-GH +wey -CV +wgp - ED — max (4)

where GH is the sum of the goodness of heterogeneity values, as defined in
(3), of all groups. CV is the coefficient of variation based on all GH values and
ED is the Euclidean distance of all groups, whereby the Euclidean distance of
one group can be calculated by summing up the Euclidean distance between all
combinations of group members according to (1). Each of these terms is weighted
by the corresponding w. Aiming at a high heterogeneity, the fitness F' should be
maximized.

As can be seen, forming heterogeneous groups is not trivial. In a former
experiment by Bekele [2], an iterative algorithm was developed to build hetero-
geneous groups based on GH. Euclidean distance is considered by the restriction



that ED between at least two students has to exceed a certain threshold. By
extending the objectives of [2] and including the Euclidean distance and the
coefficient of variation of GH values in the optimization process, the problem
becomes even more complex. For this reason and also because the problem is
an NP-hard problem, we developed a tool based on an artificial intelligence
approach, namely Ant Colony Optimization. In the next section, Ant Colony
Optimization is introduced.

3 Ant Colony Optimization

Ant Colony Optimization (ACO) [5] is a multi-agent meta-heuristic for solving
NP-hard combinatorial optimization problems, e.g. the travelling salesman prob-
lem. In the following, a brief introduction into ACO as well as a description of
the applied algorithm is provided.

3.1 Background

ACO algorithms are inspired by the collective foraging behaviour of specific ant
species. When these species of ants are searching for food sources they follow a
trail-laying trail-following behaviour. Trail-laying means that each ant drops a
chemical substance called pheromone on its chosen path. Trail-following means
that each ant senses its environment for existing pheromone trails and their
strength. This information builds the basis for their decision which path to follow.
If there is a high amount of pheromones on a path, the probability that the ant
will choose it is also high. If there is a low amount of pheromones, the probability
is low. The more often a path is chosen, the more pheromones are laid on it which
increases the probability that it will be chosen again. Since the decision is based
on probabilities, an ant does not always follow the way that has the highest
pheromone concentration. Paths which are marked as poor are also chosen, but
with lower probability. Pheromones evaporate over time, leading to the effect
that rarely used trails will vanish. These strategies enable natural ants to build
a map of pheromone trails which indicates the best paths to a food source.

Several ACO algorithms exist that model and exploit this behaviour for
solving graph-based NP-hard combinatorial optimization problems. One of the
biggest advantages of ACO algorithms is that they can be applied very well to
different optimization problems. The only requirement is that the problem can
be represented as a graph, where the ants optimize according to the best path
through this graph.

3.2 Ant Colony System

Ant Colony System (ACS) [6] is one of the most successfully applied ACO algo-
rithms. In [7], Dorigo and Gambardella compared ACS with other optimization
algorithms, e.g., neural networks and genetic algorithms for different instances of



the travelling salesman problem. As a result, it is shown that ACS is competitive
to the other algorithms and sometimes even finds better solutions.

The procedure of ACS is as follows. The first step is to represent the problem
as graph where the optimum solution is a certain - e.g. the shortest - way through
this graph. After initializing each edge of the problem graph with a small amount
of pheromones and defining each ant’s starting node, a small number of ants
(e.g., 10) runs for a certain number of iterations. For every iteration, each ant
determines a path through the graph from its starting node to the destination
node. It does this by applying a so-called random proportional transition rule at
each decision point. This rule decides which of all possible next nodes [ included
in the list J to choose, based on (1) the specific edge’s amount of pheromones,
also called global information 7, and (2) local information 7 representing the
costs or utility of choosing the node. Equation (5) describes how to calculate the
probability p that ant k£ goes from node ¢ to node j.

(735 - [mi)”
. (5)
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The transition rule itself consists of two strategies. In the exploring strategy
the ants act similar to natural ants by deciding according to the probabilities
pfj In the exploiting strategy the already gathered knowledge about the problem
is used straight forward, choosing the node that fits best according to its local
and global information. Which strategy is used is decided randomly for each
transition whereby the parameter 0 determines the probability.

When the ant arrives at the destination node, the fitness of the newly found
solution is calculated. In case the newly found solution outperforms the existing
solutions, it is saved to memory as the currently best one. Additionally, to avoid
that succeeding ants chose the same path, a local pheromone trail update rule
is applied, decreasing the amount of pheromones on the found path slightly.

After all ants have found a solution, the ant which found the best one so far
spreads pheromones according to the pheromone trail update rule. Furthermore,
the amount of pheromones on each edge is reduced by the evaporation factor p.

ACS can be improved by additionally combining it with a local search method.
This local search method can be embedded in different ways. The most usual
way is to apply it to each found solution [6].

ko _
bi; =

4 Forming Groups with Ants

In the following, we describe how we applied the ACS algorithm to the group
forming problem and the necessary modifications to solve the problem with ACS.

4.1 Representing the Group Forming Problem as Graph

As already mentioned, the only requirement to use ACO algorithms is to repre-
sent the problem as graph. The representation form we used is based on the idea
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Fig. 2. Representation of the grouping problem as graph (group size = 4)

of ordering students comparable to the travelling salesman problem. The first
m students belong to the first group, the second m student to the second group
and so on, whereby m is the maximum number of students per group. Figure
2 shows this representation for a group size of four students, whereby the order
is indicated by arrows. Having in mind that edges are used for pheromones and
therefore indicate how good this edge is, within a group each newly assigned
group member is linked not only to the last assigned group member but also
to all other members of the group (indicated by solid lines in Fig. 2). This is
because the important information for optimization is not the order in which
the students are assigned to a group but the fact that exactly these m students
belong together. Therefore, also the decision which student starts a new group
is performed randomly (see dotted arrows in Fig. 2).

4.2 Applying ACS

For applying ACS to our grouping problem, we need to decide how to measure
the local information of an edge. In our case, local information means the benefit
to add a specific student to a group to which some group members already are
assigned. As described in Sect. 2, heterogeneity of a group depends on the Eu-
clidean distance between all group members and the GH of the group. Regarding
ED, the benefit of adding a specific student is the sum of the ED of the new
student and all already assigned group members. Because GH can be only calcu-
lated if the group is completed, the benefit for adding a student is based on the
difference between the scores of the students in the best possible group and the
scores of the students in the current group incorporating the specific positions of
each student (one high score, one low score, and two average scores). Both local
information values are normalized so that a high value indicates a good result
and all values are between 0 and 1. For calculating the overall local information
of an edge, both information values are weighted and summed up.

The global information is mainly calculated according to ACS. The only
modification which has to be done for the grouping problem is that updating



pheromones, in both pheromone trail update rules, is done for the edges between
the newly assigned student and all other group members rather than only for
the edge between the newly assigned student and the student which is assigned
last. The amount of pheromones is for each of these edges equal.

The measurement of the quality of a solution is calculated according to the
objective function described in (4). The objective of the algorithm is to maximize
the heterogeneity of all groups based on the GH value of all groups, the coefficient
of variation of these GH values, and the overall Euclidean distance. To improve
the performance of ACS, a local search method called 2-opt [16] is applied to
each solution an ant found.

5 Experiments and Results

This section demonstrates that the group formation based on ACS works ef-
fectively using real-world data. Based on 512 student data records we created
five randomly chosen datasets of 100 records to demonstrate that the proposed
algorithm works not only for a specific dataset but also for randomly chosen
real-world data. Additionally, we show one experiment with all 512 records to
show the scalability of our approach.

Each experiment consists of 20 runs. The parameter for ACS are assumed
according to literature [6] or based on experiments. We assumed =1, p=0.1,
q0=0.9, and the number of ants=10. The weights are decided as follows: wg =
0.35, wey=0.15, and wgp=0.5. Because the coefficient of variation impacts the
GH values, we assumed wgy and woy together as important as wgp.

A run with 100 students stops after at least 100 iterations and only when the
solution has not changed over the last ¢ * 2/3 iterations where ¢ is the number
of already calculated iterations. In all experiments, the GH values and the CV
values were stable, indicating that the best values were already found, and the
values of ED varied only slightly per run. Looking at Tab. 1, this can also be
seen by the small CV values of the fitness. These values show that the solutions
of each run are similar and indicate that the algorithm finds solutions which are
stable and close to the optimum for all datasets with 100 students.

Table 1. Results of different datasets

Dataset  No. of Average Average Average Average SD Ccv
students GH CV ED Fitness Fitness  Fitness
A 100 129.813 39.223 363.936 52.141 0.033 0.064
B 100 117.200 35.182 377.415 51.558 0.029 0.057
(@] 100 114.234 41.906 374.147 49.422 0.033 0.067
D 100 132.176 31.344 354.588 52.584 0.027 0.050
E 100 131.958 31.437 372.214 54.870 0.046 0.084
F 512 537.595 45.552 1915.024 46.704 0.370 0.793

Because of the NP-hard nature of the problem, some modifications for run-
ning the experiments with 512 students were necessary. The main issue of scal-



ability is the local search method. Therefore, we modified it by applying 2-opt
not for all students but only for 20 % of the students which were randomly se-
lected for each solution. This approach is also used successfully by Lo et al. [17].
Furthermore, the general goal changed from looking for a solution which is close
to the optimum to finding a good solution. Therefore, the termination condition
changed to stopping after 200 iterations. As can be seen in Tab. 1 the CV value
of the fitness is higher than for the experiments with 100 students but it is still
less than 1. This indicates that the found solutions are stable, good solutions
but not that close at the optimum than for the experiments with 100 students.

Comparing the result of the experiment with 512 students with the result of
the iterative algorithm in [2], aimed at finding heterogeneous groups according
to the goodness of heterogeneity, it can be seen that the proposed algorithm
delivers much better results. The iterative algorithm results in an average GH
value of 1.6 per group while the proposed algorithm found an average GH value
of 4.2. Regarding ED, the iterative algorithm considers only the maximum dif-
ference of two students in a group while the proposed algorithm includes the ED
values of all combinations of group members. Nevertheless, the average ED val-
ues of the proposed algorithm are slightly higher which indicated a much better
heterogeneity.

6 Conclusions and Future Work

In this paper we have presented a mathematical approach for forming hetero-
geneous groups of students based on their personality traits and performance.
The approach is based on the different characteristics of the students, a general
measure of the goodness of heterogeneity of the groups, and its coefficient of
variation. The second aim of this paper was to present a tool that implements
the proposed mathematical approach by using an Ant Colony Optimization al-
gorithm. Experiments were performed, showing that the algorithm finds stable
solutions close to the optimum for different datasets, each consisting of 100
students. An experiment with 512 students was performed demonstrating the
scalability of the algorithm.

Because building heterogeneous groups improves the learning progress in
collaborative learning, future work will deal with combining the tool with online
learning systems, especially collaborative intelligent tutoring systems. We plan
to develop a mediator agent that facilitates the group formation process, and
to implement it in an already existing system. Another issue for future work is
to provide the users with more options to adjust the algorithm, for example, to
allow the user to determine a certain duration of running the algorithm or also
a certain quality of solution.
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